**CS 325 - Homework Assignment 2**

**Problem 1**: *(5 points)* Give the asymptotic bounds for T(n) in each of the following recurrences. Make your bounds as tight as possible and justify your answers. *Assume the base cases T(0)=1 and/or T(1) = 1.* a) 𝑇(𝑛) = 2𝑇(𝑛 − 2) + 1

1. 𝑇(𝑛) = 𝑇(𝑛 − 1) + 𝑛3
2. ![](data:image/png;base64,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)

**Problem 2:** *(5 points)* The quaternary search algorithm is a modification of the binary search algorithm that splits the input not into two sets of almost-equal sizes, but into four sets of sizes approximately one-fourth.

1. Verbally describe and write pseudo-code for the quaternary search algorithm.

**Description:**

The quaternary search algorithm checks for matches at the midpoints of each quarter section of the list. If no match is found, it then tests to see if the search value is less than any of the midpoints or the last index. If the search value is less than one of the midpoints or the last index, quaternary search is called again on the subset between two significant points of the list, significant points being the beginning (included in subset), a quarter’s midpoint, or the end of the list (included in subset). If a match is found at any point, the function returns the index of the matching value. If the subset being searched contains less than 4 terms, the function checks to see if the value exists in the final subset and, if not, returns a -1 to indicate that the value was not found.

*Note: Although I implemented the algorithm quite differently, I used* [*http://ijirt.org/master/publishedpaper/IJIRT143908\_PAPER.pdf*](http://ijirt.org/master/publishedpaper/IJIRT143908_PAPER.pdf) *as reference to understand what quaternary search does.*  
**Pseudo-code:**

q\_search (Array, key)

low = Array[0]

high = Array.length – 1

location = qsearch2 (Array, key, low, high)

return location

q\_search2 (Array, key, low, high)

mid2 = high/2

mid1 = mid2/2

mid3 = mid2 + high/2

if mid1, mid2, or mid3 == key

return index of matching value

if (high – low >= 2) --- if not, skip to val not found

if the key is less than value at mid1

qsearch2(Array, key, low, mid1 – 1)

else if the key is less than val at mid2

qsearch2(Array, key, mid1 + 1, mid2 -1)

else if the key is less than val at mid3

qsearch2(Array, key, mid2 + 1, mid3 -1)

else if the key is less than high

qsearch2(Array, key, mid3 + 1, high)

else if the key is greater than high

val not found: return -1

1. Give the recurrence for the quaternary search algorithm

T(n) = T(n/4) + c

1. Solve the recurrence to determine the asymptotic running time of the algorithm. How does the running time of the quaternary search algorithm compare to that of the binary search algorithm.

T(n) = aT(n/b) + f(n)

a = 1, b = 4, f(n) = c

log a b = log41 = 0

c = Θ(n0) because both are constants so we use case 2

T(n) = Θ(lgn)

Binary search is Θ(lgn) as well, so they run at the same time. It would be tempting to say that quaternary search is T(n) = Θ(log4n), because log4n is the number of levels of the recursion tree for quaternary search. But, for asymptotic analysis, the base of log does not matter because the base can be changed simply by dividing by a constant.

**Problem 3**: *(5 points)* Design and analyze a **divide and conquer** algorithm that determines the minimum and maximum value in an unsorted list (array).

1. Verbally describe and write pseudo-code for the min\_and\_max algorithm.

**Description:**

The min\_and\_max algorithm returns an array of length 2, containing the min value and the max value of the unordered array that is passed in. It does this by recursively calling itself twice within each call to the function. The first call passes in the first half of the array and returns an array of length two, the first value of which represents the lowest value and the second representing the highest value within that half of the array. The second call does the same. As the tree of calls gets deeper and deeper, eventually we hit the base case, which returns an array of length 2, each value being the only value in the array that was passed in. Since it’s the only value in the array that was passed in, it represents both the lowest and highest value. To continue back up the tree, the first (smallest) and second (largest) item in the two resulting arrays are compared and a single array with the smallest and largest resulting value is returned. This continues until we are left with the first call finishes, returning an array of length 2 with the smallest and largest value.

**Pseudocode:**

**min\_max (array)**

**if array.length == 1**

**return [array[0], array[0]]**

**mm1 = min\_max(array[0]…(array.length/2)-1)**

**mm2 = min\_max(array.length/2…array.length-1)**

**if (mm2[0] < mm1[0])**

**mm1[0] = mm2[0]**

**if (mm2[1] > mm1[1])**

**mm1[1] = mm2[1]**

**return mm1**

1. Give the recurrence.

T(n) = 2(n/2) + c

1. Solve the recurrence to determine the asymptotic running time of the algorithm. How does the theoretical running time of the recursive min\_and\_max algorithm compare to that of an iterative algorithm for finding the minimum and maximum values of an array.

T(n) = aT(n/b) + f(n)

a = 2, b = 2, f(n) = c

log a b = log22 = 1

c = O(n1)

T(n) = Θ(n)

An iterative algorithm for finding the minimum and maximum would have to go through the array a single time, comparing the current min and max to each value in the array. With 2 comparisons for each element of the array, this would result in T(n) = 3n. Since, the constant 3, is not important, the result is the same as the divide and conquer algorithm: T(n) = Θ(n)

**Problem 4:** *(5 points)* Consider the following pseudocode for a sorting algorithm.

StoogeSort(A[0 ... n - 1])

if n = 2 and A[0] > A[1]

swap A[0] and A[1]

else if n > 2 m = ceiling(2n/3)

StoogeSort(A[0 ... m - 1])

StoogeSort(A[n - m ... n - 1])

Stoogesort(A[0 ... m - 1])

1. Verbally describe how the STOOGESORT algorithm sorts its input.

If there are two elements in the array and the first element is greater than the second element, then the first two elements are swapped. Otherwise, if there are more than 2 elements, StoogeSort recursively calls itself on the first 2/3 of the array, then the last 2/3s of the array, then again on the first 2/3 of the array. Each call uses the ceiling method of division, and recursively sorts the subset of the array that is passed in. After the third call in the tree’s root, the array is sorted. The third call Stoogesort is necessary because, after the second call, the first 2/3 of the array may contain unsorted elements if the last 1/3 of the array has elements that belong in the first 2/3s of the array. Each call to StoogeSort (at the same level of the tree) contains the middle 1/3 of the array elements. Intuitively, this does not seem like an efficient method of sorting an array.

1. Would STOOGESORT still sort correctly if we replaced k = ceiling(2n/3) with k = floor(2n/3)? If yes prove if no give a counterexample. (Hint: what happens when n = 4?)

No. It would not sort correctly.

Counter Example:

Let the array be [6,2,4,1].

StoogeSort is called on the initial array

n > 2, so we execute the else block

k = floor((2\*4)/3) = 2

call StoogeSort on the array from index 0 through index k – 1 = 1, which is [6, 2]

n = 2, A[0] > A[1], so the elements are swapped and we now have [2, 6]

Back at the root level our current array is now [2, 6, 4, 1]

call StoogeSort on the array from index n – m = 2 through index k – 1 = 3 which is [4, 1]

n = 2, A[0] > A[1], so the elements are swapped and we now have [1, 4]

Back at the root level our current array is now [2, 6, 1, 4]

call StoogeSort on the array from index 0 through index k – 1 = 1, which is [2, 6]

n = 2, but A[0] < A[1], so nothing else is done

Back at the root level, the execution is complete, but the array is now [2, 6, 1, 4]

Clearly, the array is not fully sorted. Therefore,StoogeSort will not sort correctly if k = ceiling(2n/3) was replaced with k = floor(2n/3).

1. State a recurrence for the number of comparisons executed by STOOGESORT.
2. Solve the recurrence to determine the asymptotic running time.

**CS 325 - Homework Assignment 2**

**Problem 5**: *(10 points)*

1. Implement STOOGESORT from Problem4 to sort an array/vector of integers. Implement the algorithm in the same language you used for the sorting algorithms in HW 1. Your program should be able to read inputs from a file called “data.txt” where the first value of each line is the number of integers that need to be sorted, followed by the integers (like in HW 1). The output will be written to a file called “stooge.out”.

***Submit a copy of all your code files and a README file that explains how to compile and run your code in a ZIP file to TEACH. We will only test execution with an input file named data.txt.***

1. Now that you have proven that your code runs correctly using the data.txt input file, you can modify the code to collect running time data. Instead of reading arrays from a file to sort, you will now generate arrays of size n containing random integer values and then time how long it takes to sort the arrays. We will not be executing the code that generates the running time data so it does not have to be submitted to TEACH or even execute on flip. Include a “text” copy of the modified code in the written HW submitted in Canvas. You will need at least seven values of t (time) greater than 0. If there is variability in the times between runs of the algorithm you may want to take the average time of several runs for each value of n.

1. Plot the running time data you collected on an individual graph with n on the x-axis and time on the y-axis. You may use Excel, Matlab, R or any other software. Also plot the data from Stooge algorithm together on a combined graph with your results for merge and insertion sort from HW1.

1. What type of curve best fits the StoogeSort data set? Give the equation of the curve that best “fits” the data and draw that curve on the graphs of created in part c). How does your experimental running time compare to the theoretical running time of the algorithm?